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Abstract 
Basic Local Alignment Search Tool Rapidly identifies statistically identical patterns between 

known nucleotide, protein or amino acid sequences. As the speed in which sequences are 

increasing is very fast, the sequence analysis tools have to be sensitive to this fact, so as to 

remain in use. BLAST is one of the widely used sequence analysis tools. In this paper we are 

proposing an improvement in one of the parameters of BLAST. Currently BLAST is using drop-

off score to calculate the highest scoring pairs between two sequences. A change has been 

proposed to calculate the threshold score that determines the inclusion of the subsequence in the 

result. Instead of using a drop-off score, if we use a drop-off percentage, it gives better results 

for some sequences. 
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1. Introduction 
 

BLAST (Basic Local Alignment Search Tool) is a set of similarity search programs designed to 

explore all of the available (DNA and protein) sequence databases. The BLAST programs have 

been designed for speed, with a minimal sacrifice of sensitivity to distant sequence relationships. 

BLAST uses the concept of a "segment pair" which is a pair of sub-sequences of the same length 

that form an ungapped alignment. The algorithm first looks for short words that are present in 

both sequences and then extends these at either end to find the longest segments present in both. 

The statistical significance of these High-scoring Segment Pairs is evaluated to determine 

whether the matches are random or not. Thus, the scores assigned in a BLAST search have a 

well-defined statistical interpretation, making real matches easier to distinguish from random 

background. 

 

1.1 X, drop-off 
 

It is the value of score, which tells how much the score is allowed to drop off since the last 

maximum. If X value is set high the quality of the alignment is degraded, on the other hand if 

smaller value is set for X, there are chances of missing some alignment. 

The drawback in this approach is that the value of X depends on the substitution scores, gap 

initiation and extension costs. So the easier way to calculate the drop off will be if we can define 



some drop off percentage. Drop off percentage will be the number of mismatches allowed after 

some significant number of matches. In this case there will be no need to refer to substitution 

matrix and hence there will be increase in the speed.  

To make the concept clearer we will try to align two sentences. To keep the example simple we 

will ignore spaces and wont allow gaps in the alignment. Here are the two sentences:  
THE QUICK BROWN FOX JUMPS OVER THE LAY DOG. 

THE QUIET BROWN CAT PURRS WHEN SHE SEES HIM. 
Here, the two sentences first have six matches  

THE QUI 

THE QUI                                     

And then two mismatch before the next match.  

CK B 

ET B 

For this, the drop off percentage comes out to be (2 / 6) *100 = 33.33 %. So if the X value is 

kept around this value, it will solve our purpose. Lets assume it to be 35%. So next time in this 

alignment, if the drop off percentage comes out to be greater than 35%, the extension will be 

terminated and the alignment will be trimmed back to the last match. Next we have five matches 

before a mismatch 
BROWN F 

BROWN C 

And then we have continuously four mismatches before a match 
FOX JU 

CAT PU 
So the drop off percentage comes out to be (4 / 5) * 100 = 80%. This is greater than 35%. So the 

extension is terminated at this point and is trimmed back to N, the last match. The whole process 

is shown graphically in the Figure 1. 

 

 

 

 

 

 

 

 

 
Figure 1 Attenuating extension with drop off percentage 

 

Figure 1. Drop-off percentage vs. drop-off score 

 

The results that come out with drop off percentage are same as with drop off. The drop off also 

terminates the extension at N but the approach behind termination is different. To explain the 

approach we will try to align the same two sentences using a scoring scheme in which identical 

letters score +1 and mismatches score –1. To keep the example simple we will ignore spaces and 

wont allow gaps in the alignment. Although only extension to the right is shown, it also occurs 

to the left of the seed. Here a variable X that represents drop off score must be selected. It 
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Trim to last match 

X >35% 



represents how much the score is allowed to drop off since the last maximum. Let’s set X to 5 

and see what happens. Here we have to keep track of the sum score and drop off score.  
THE QUICK BROWN FOX JUMP 

THE QUIET BROWN CAT PURR 

123   45 654  5 6 7 8 9  876  5 6 5 4   << score 

000   00 012 1 0 0 0 0  123   4 3 4 5   << drop off score 

The maximum score for this alignment is 9, and the extension is terminated when the score 

drops to 4. After terminating the alignment is trimmed back to the maximum score. The 

maximum score was at N, so the alignment ends at N. The whole process is shown graphically in 

the following Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.4 Attenuating extension with X 

 

 

Figure 2 

 

The alignment produced here is same as produced by our proposed approach. It also aligns the 

two sentences up to N. But it involves the sum score also which regularly needs to refer to 

scoring matrix and hence slows down the speed of the search.  

 

2. Conclusion 
 

The drop off parameter’s value depends on the substitution scores, gap initiation and extension 

costs. It regularly needs to refer to scoring matrix and hence it slows down the speed of the 

search. So the easier way to calculate the drop off is suggested. We redefined the drop off to 

drop off percentage. Drop off percentage is the number of mismatches allowed after some 

significant number of matches. In this case there is no need to refer to substitution matrix and 

hence there is increase in the speed. The results that come out with drop off percentage are same 

as with drop off but the approach behind drop off percentage is different.  
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